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Abstract

This paper features an analysis of the relationship between the DOW JONES
Industrial Average Index (DJIA) and a sentiment news series using daily data
obtained from the Thomson Reuters News Analytics (TRNA)1 provided by
SIRCA (The Securities Industry Research Centre of the Asia Pacic). The re-
cent growth in the availability of on-line �nancial news sources such as internet
news and social media sources provides instantaneous access to �nancial news.
Various commercial agencies have started developing their own �ltered �nancial
news feeds which are used by investors and traders to support their algorith-
mic trading strategies. Thomson Reuters News Analytics (TRNA)2 is one such
data set. In this study we use the TRNA data set to construct a series of daily
sentiment scores for Dow Jones Industrial Average (DJIA) stock index compo-
nent companies. We use these daily DJIA market sentiment scores to study the
relationship between �nancial news sentiment scores and the DJIA return series
using entropy measures. The entropy and Mutual Information (MI) statistics
permit an analysis of the amount of information within the sentiment series and
its relationship to the DJIA and an indication of the realtionship changes over
time.
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1. Introduction

The information embodied in news items is one information source that
serves to in�uence investor opinions. The series we use from Thomson Reuters
News Analytics (TRNA) could be termed news sentiment and is produced by
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the application of machine learning techniques to news items. These items are
calibrated into either positive, negative or neutral values per news item, with
implications for the general investor. Investors' investment strategies which
in�uence the market and the evolution of stock prices are potentially in�uenced
by changes in these sentiment stimulated by the continuous �ow of news items.
Academic researchers and investment practitioners are always looking for new
investment tools or factors which may help to predict moves in asset items.

Recently, the role of market news sentiment, in particular machine-driven
sentiment signals, and their implication for �nancial market processes, has been
the focus of a great deal of attention. There is a growing body of research that
argues that news items from di�erent sources in�uence investor sentiment, and
hence asset prices, asset price volatility and risk (Tetlock, 2007; Telock Saar-
Tsechansky, and Macskassy, 2008; Da, Engleberg and Gao, 2011; Odean and
Barber, 2008; diBartolomeo and Warrick 2005; Mitra, Mitra and diBartolomeo
2009; Dzielinski, Rieger and Talpsepp 2011). The diversi�cation bene�ts of the
information impounded in news sentiment scores provided by RavenPack has
been demonstrated by Cahan, Jussa and Luo (2009) and Hafez and Xie (2012),
who examined its bene�ts in the context of popular asset pricing models.

One important research question is the extent to which the availability of
these machine driven series actually contribute to market information and the
evolution of security prices. Baker and Wurgler (2006) demonstrated a link
between investor sentiment and stock returns. Recent work by Hafez and Xie
(2012) examines the e�ect of investor's sentiment using news based sentiment,
generated from the RavenPack Sentiment Index as a proxy for market sentiment
in a multi-factor model. They report a strong impact of market sentiment on
stock price predictability over 6 and 12 month time horizons.

The issue of the news content of sentiment scores is the central focus of this
paper. We address it by analysing the relationship between one commercially
available series; the Thomson Reuters News Analytics (TRNA) series and the
component stocks of a major index; the DJIA. Given that these large US stocks
are likely to be amongst the most heavily traded and analysed securities in the
world, the issue of the relevance of these news feeds to their prices and returns
series is a central one; with implications for most investments and �nancial
markets.

We take the TRNA news series for the DJIA constituent stocks and aggre-
gate them into a daily time series. This facilitates an analysis of the relationship
between the two daily sets of series, TRNA news sentiment on the one hand
and DJIA constituent company returns on the other. We analyse the rela-
tionship between the two series using entropy based metrics because these are
non-parametric and non-linear and should provide a clear indication of the joint
information shared by the two sets of series by means of Mutual Information
(MI) metrics.

The extent to which these news series have relevant information for security
prices and returns is important for both investors and market regulators. If
access to these particular information feeds provides a trading advantage, then
the market is no longer a level playing �eld for all investors. Institutions and
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algorithmic traders with access to these analytics have an advantage. However,
this paper does not address the issue of the timing of access to news items, but
the more general question of the degree to which these sentiment based series
contain 'relevant information'; as revealed by entropy based metrics as applied
to the relationship between a daily average TRNA series and daily DJIA returns
series.

The paper is organized as follows: Section 1 provides an introduction, Section-
2 features an introduction to sentiment analysis and an overview of the TRNA
data set and some preliminary statistical analysis. Section-3 discusses entropy
metrics and the central research methods used in the empirical exercise under-
taken in this paper. The next section-4, discusses the major results and section-5
draws some conclusions.

2. Research methods and data

2.1. News Sentiment

In this paper we examine the sentiment scores provided by TRNA as a
single factor using entropy based metrics to evaluate their e�ect on the stock
prices of the DJIA component companies. We use daily DJIA market sentiment
scores constructed from high frequency sentiment scores for the various stocks
in DJIA. The empirical analysis includes data from the time periods of the
Global Financial Crisis and other periods of market turbulence to assess the
e�ect of �nancial news sentiment on stock prices in both normal and in extreme
market conditions. Recently there has been an increase in studies exploring the
relationship between stock price movements and news sentiment (Tetlock, 2007,
Barber and Odean 2008, Mitra, Mitra and diBartolomeo 2009, Leinweber and
Sisk, 2009, Sinha, 2011, Huynh and Smith, 2013).

Given the sheer variety and scale of competing news sources in the electronic
media there is scope for the commercial use of sources of pre-processed news.
These are available from vendors like TRNA and Ravenpack, who construct
sentiment scores to provide direct indicators to traders and other �nancial prac-
titioners of changes in news sentiment. These sources use text mining tools to
electronically analyse available textual news items. The analytics engines of
these sources apply pattern recognition and identi�cation methods to analyse,
words and their patterns, the novelty and relevance of the news items for a
particular industry or sector. The type and characteristics of these news items
are converted into quanti�able sentiment scores.

We use sentiment indicators provided by TRNA in our empirical analysis.
Thomson Reuters was a pioneer in the implementation of a sophisticated text
mining algorithm as an addition to its company and industry speci�c news
database starting from January 2003 which resulted in the present TRNA data
set. As per the o�cial TRNA data guide, �Powered by a unique processing sys-
tem the Thomson Reuters News Analytics system provides real-time numerical
insight into the events in the news, in a format that can be directly consumed
by algorithmic trading systems�. Currently the data set is available for various
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stocks and commodities until October 2012. The TRNA sentiment scores are
produced from text mining news items at a sentence level, which takes into ac-
count the context of a particular news item. This kind of news analytics makes
the resulting scores more usable as they are mostly relevant to the particular
company or sector. Every news item in the TRNA engine is assigned an ex-
act time stamp and a list of companies and topics it mentions. A total of 89
broad �elds are reported in the TRNA data set which are broadly divided into
following 5 main categories:

1. Relevance: A numerical measure of how relevant the news item is to the
asset.

2. Sentiment: A measure of the inherit sentiment of the news item quantify-
ing it as either negative (-1), positive (1) or neutral (0).

3. Novelty: A measure de�ning how new the news item is; in other words
whether it reports a news item that is related to some previous news
stories.

4. Volume: Counts of news items related to the particular asset.

5. Headline Classi�cation: Speci�c analysis of the headline.

Figure-1, shows a snapshot of the headline text as reported in BCAST_REF
�eld of the TRNA database for BHP Billiton during the year 2011. These are
not the sentences which are analysed by TRNA to produce sentiment scores
but are the headlines for the news item used to generate the TRNA sentiment
and other relevant scores. As reported in TRNA, BHP Billiton generated more
than 3000 news items in the year 2011. Figure-2 shows the sentiment scores (-1
to +1) for BHP Billiton during the month of January 2011, the red line is the
moving average of the scores.

Similar to BHP, there are various news stories reported per day for the
various DJIA traded stocks. These news stories result in sentiment scores which
are either positive, negative or neutral for that particular stock. Figure-3 gives
a snapshot of the sentiment scores for the DJIA's traded stocks during the year
2008. The bar chart of �gure-3 shows that the most sentiment scores generated
during the year 2008, which was also the period of Global Financial Crisis,
were for the Citi Bank group (C.N) , General Motors (GM.N) and J. P Morgan
(JPM.N). This is a re�ection of the market sentiment during the GFC period,
as these �nancial institutions were among the most e�ected during the GFC.

Figure-4, shows the number of positive, negative or neutral sentiment scores
stacked against each other. Its evident from this �gure that the number of
negative and neutral sentiment news exceeded the number of positive sentiments
for the majority of stocks. Again its in agreement with the context of the GFC
period when the DJIA stock market index took a big plunge downwards.

The applications of TRNA news data sets to �nancial research has recently
gained interest. Dzielinski (2012), Groÿ-Kulÿman and Hautsch (2011), Smales
(2013), Huynh and Smith (2013), Borovkova and Mahakena (2013). Storken-
maier et al. (2012) and Sinha (2011), have shown the usefulness of the TRNA
dataset in stock markets and in commodity markets for both high frequency
and multi-day frequency. In this study we utilize the TRNA data set to analyse
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Figure 1: TRNA-Snapshot of News Headlines Generated for BHP Billiton in Year 2011
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Figure 2: TRNA-Sentiment Scores Generated for BHP Billiton in Jan-2011

Figure 3: Sentiment Score Distribution for DJIA Stocks in 2008
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Figure 4: Positive, Negative and Neutral Sentiment Score Distribution for DJIA Stocks in
2008

the e�ect of news sentiment on DJIA stocks at a daily frequency. We construct
daily sentiment index score time series for the empirical exercise from the high
frequency scores reported by TRNA.

The empirical analysis in this study analyses the e�ect of news sentiment
on stock prices of the DJIA constituents by considering the daily DJIA market
sentiment as an additional risk factor to explain stock returns. We construct
daily sentiment scores for DJIA market by accumulating high frequency senti-
ment scores of the DJIA's constituents obtained from TRNA dataset. We use
data from January 2007 to October 2012 to study the senstitivity of the daily
stock returns to the daily market sentiment scores. The daily stock prices for
all the DJIA traded stocks are obtained from Thomson Tick History database
for the same time period.

The TRNA provides high frequency sentiment scores calculated for each
news item reported for various stocks and commodities. These TRNA scores for
the stocks traded in DJIA can be aggregated to obtain a daily market sentiment
score series for the DJIA stock index components. A news item st received
at time t for a stock is classi�ed as a positive (+1), negative (-1) or neutral
(0). I+st is a positive classi�er (1) for a news item st and I

−
st is the negative (-1)

classi�er for a news item st. TRNA reported sentiment scores have a probability
level associated with them, prob+st , prob−st , prob

0
st for positive, negative and

neutral sentiments, which is reported by TRNA in the Sentiment �eld. Based
on the probability of occurrence, denoted by Pst for a news item st, all the daily
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sentiments can be combined to obtain a daily sentiment indicator. We use the
following formula to obtain the combined score.

S =

∑t−Q
q=t−1 I

+
sqPsq −

∑t−Q
q=t−1 I

−
sqPsq

nprob+sq
+ nprob−sq

+ nprob0sq
(1)

The time period considered are t − Q, . . . , t − 1 which covers all the news
stories (and respective scores) for a 24 hour period.

2.2. Our sample characteristics and preliminary analysis

Table-1 lists the various stocks traded in DJIA along with their RIC (Reuters
Instrument Code) and time period. We use the TRNA sentiment scores related
to these stocks to obtain the aggregate daily sentiment for the market. The ag-
gregated daily sentiment score S represents the combined score of the sentiment
scores reported for the stocks on a particular date. We construct daily senti-
ment scores for DJIA market by accumulating high frequency sentiment scores
of the DJIA's constituents obtained from TRNA dataset. We use data from
January 2006 to October 2012 to study the sensitivity of the daily stock returns
to the daily market sentiment scores. The daily stock prices for all the DJIA
traded stocks are obtained from Thomson Tick History database for the same
time period which are provided by SIRCA (The Securities Industry Research
Centre of the Asia Paci�c).

The stocks with insu�cient data are removed from the analysis and the
stocks prices for EK.N and EKDKQ.PK are combined together to get a uniform
timeseries.

The summary statistics in Table 3 show that our sample of Sentiment scores
for the full sample is preominantly negative with a mean of -0.034532. The
minimum score is -0.52787 and the maximum score is 0.28564. It appears that
negative news is given more prominence than positive news on our scale running
from +1 to -1. The Hurst exponent for the Sentiment score with a value of
0.925828 suggests that there is long term memory or persistence in the scores,
which makes intuitive sense, given that items of news may take several days to
unfold, as greater scrutiny of a story leads to more disclosure of information,
and the event, classi�ed as being positive or negative, will tend to occupy the
media for several days. This is consistent with trending behaviour. The Hurst
exponent for the DJIA is 0.557638 which suggests that the DJIA shows much
less tendency to display memory and, as might be expected, behaves more like a
random walk. The signi�cant Jarque-Bera test statistics for both series suggest
that both are non-Gaussian.

For the one and half years of the sample we have used to capture the height
of the GFC in the US market the mean Sentiment score is -0.108907. However, the

standard deviation of the sentiment score is 0.106229 which is lower than the value of

0.116762 for the full sample. The Hurst exponent is higher at 0.930411, showing even
stronger ternding behaviour, whilst the Jarque-Bera is insigni�cant, suggesting
the distribution cannot be distinhuished from a normal one.
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Table 1: DJIA Stocks with Thomson Tick History RIC Codes

RIC Code Stocks First Date Last Date

.DJI Dow Jones INDU AVERAGE 1-Jan-96 17-Mar-13

AA.N ALCOA INC 2-Jan-96 18-Mar-13

GE.N GENERAL ELEC CO 2-Jan-96 18-Mar-13

JNJ.N JOHNSON&JOHNSON 2-Jan-96 18-Mar-13

MSFT.OQ MICROSOFT CP 20-Jul-02 18-Mar-13

AXP.N AMER EXPRESS CO 2-Jan-96 18-Mar-13

GM.N GENERAL MOTORS 3-Jan-96 18-Mar-13

GMGMQ.PK GENERAL MOTORS 2-Jun-09 15-Aug-09

JPM.N JPMORGAN CHASE 1-Jan-96 18-Mar-13

PG.N PROCTER & GAMBLE 2-Jan-96 18-Mar-13

BA.N BOEING CO 2-Jan-96 18-Mar-13

HD.N HOME DEPOT INC 2-Jan-96 18-Mar-13

KO.N COCA-COLA CO 2-Jan-96 18-Mar-13

SBC.N SBC COMMS 2-Jan-96 31-Dec-05

T.N AT&T 3-Jan-96 18-Mar-13

C.N CITIGROUP 2-Jan-96 18-Mar-13

HON.N HONEYWELL INTL 2-Jan-96 18-Mar-13

XOM.N EXXON MOBIL 1-Dec-99 18-Mar-13

MCDw.N MCDONLDS CORP 6-Oct-06 4-Nov-06

MCD.N MCDONALD'S CORP 1-Jan-96 18-Mar-13

EK.N EASTMAN KODAK 1-Jan-96 18-Feb-12

EKDKQ.PK EASTMAN KODAK 19-Jan-12 18-Mar-13

IP.N INTNL PAPER CO 2-Jan-96 18-Mar-13

CAT.N CATERPILLAR INC 2-Jan-96 18-Mar-13

HPQ.N HEWLETT-PACKARD 4-May-02 18-Mar-13

MMM_w.N 3M COMPANY WI 18-Sep-03 27-Oct-03

MMM.N MINNESOTA MINIhNG 1-Jan-96 18-Mar-13

UTX.N UNITED TECH CP 2-Jan-96 18-Mar-13

DD.N DU PONT CO 2-Jan-96 18-Mar-13

IBM.N INTL BUS MACHINE 2-Jan-96 18-Mar-13

MO.N ALTRIA GROUP 2-Jan-96 18-Mar-13

WMT.N WAL-MART STORES 2-Jan-96 18-Mar-13

DIS.N WALT DISNEY CO 2-Jan-96 18-Mar-13

INTC.OQ INTEL CORP 20-Jul-02 18-Mar-13

MRK.N MERCK & CO 2-Jan-96 18-Mar-13
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Table 2: Basic Series Plots: DJIA and Sentiment Scores

(a) DJIA Returns

(b) Sentiment Series
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Table 3: Summary statistics, DJIA returns and Sentiment Scores,

Jan 4th 2006 to 31st October 2012 GFC period July 1st 2007-Dec 31st 2008
DJIA return (%) Sentiment Score DJIA return (%) Sentiment Score

Min -8.2005 -0.52787 -8.20051 -0.377528

Median 0.053410 -0.031140 -0.0406688 -0.0996389

Mean 0.013971 -0.034532 -0.100369 -0.108907

Maximum 10.5083 0.28564 10.5083 0.209594

St. Deviation 1.3640 0.116762 2.15087 0.106229

Hurst Exponent 0.557638 0.925828 0.531313 0.930411
Jarque-Bera test 5320.84 (0.00) 18.2197 (0.00) 261.558(0.00) 3.30312(0.19)

Table 4: OLS Regression Results

Model 2: OLS Model 3: OLS

Dependent variable: DJI Dependent variable: DJI

HAC standard errors HAC standard errors

Coe�cient Std. Error t-ratio p-value Coe�cient Std. Error t-ratio p-value

const 0.101824 0.0257163 3.9595 0.00008 *** const 0.561535 0.107261 5.2352 <0.00001

sentiment 2.54408 0.311026 8.1796 <0.00001 *** sentiment 6.07768 0.86217 7.0493 <0.00001 ***

Mean dependent var 0.013971 S.D. dependent var 1.364036 Mean dependent var -0.100369 S.D. dependent var 2.150874

Sum squared resid 2933.248 S.E. of regression 1.331701 Sum squared resid 1738.494 S.E. of regression 2.054178

R-squared 0.047426 Adjusted R-squared 0.04685 R-squared 0.090101 Adjusted R-squared 0.087892

F(1, 1654) 66.90636 P-value(F) 5.61E-16 F(1, 412) 49.69238 P-value(F) 7.62E-12

Log-likelihood -2823.134 Akaike criterion 5650.268 Log-likelihood -884.4667 Akaike criterion 1772.933

Schwarz criterion 5661.093 Hannan-Quinn 5654.281 Schwarz criterion 1780.985 Hannan-Quinn 1776.118

rho -0.123209 Durbin-Watson 2.246362 rho -0.146272 Durbin-Watson 2.288358

The results of a simple regression of the DJIA return on the Sentiment score
for the two periods is shown in Table 4. It can be seen there that the coe�cient
on Sentiment is highly signi�cant in both periods with a value of 2.54408 for the
whole period which rises to 6.007768 during the GFC. The adjusted R Square
is higher during the period of the GFC with a value of 0.087892 as compared
to 0.04685 for the whole period. The F statistics are highly signi�cant for both
periods.

Regression analysis is based on Gaussian assumptions which may not be
appropriate. In the next section we will introduce some entropy based metrics
before proceeding to present the results of their application in section 4.

3. Entropy-based measures

One attractive feature of the entropy-based set of measures is that they
are distribution free. The concept of entropy has its origins in physics in the
19th century and is related to the second law of thermodynamics which states
that the entropy of a system cannot decrease other way than by increasing the
entropy of another system. This means that the entropy of a system in isolation
can only increase or remain constant over time. If the stock market is regarded
as a system, then it is not an isolated system: there is a constant transfer
of information between the stock market and the real economy. Thus, when
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information arrives from (leaves to) the real economy, then we can expect to
see an increase (decrease) in the entropy of the stock market, corresponding to
situations of increased (decreased) randomness.

The most frequent applications of entropy are captured in one of the two
main approaches; either as Shannon Entropy � in the discrete case � or as Dif-
ferential Entropy � in the continuous time case. Shannon Entropy quanti�es the
expected value of information contained in a realization of a discrete random
variable. Shannon entropy can also be used as a measure of uncertainty, or
unpredictability: for a uniform discrete distribution, when all the values of the
distribution have the same probability, Shannon Entropy reaches its maximum.
The minimum value of Shannon Entropy corresponds to perfect predictability,
while higher values of Shannon Entropy correspond to lower degrees of pre-
dictability. The entropy is a more general measure of uncertainty than the
variance or the standard deviation, since the entropy depends on more char-
acteristics of a distribution than does the variance and may be related to the
higher moments of a distribution.

A second feature of entropy as a metrc is that whilst both the entropy and the
variance re�ect the degree of concentration for a particular distribution, their
metric is di�erent. This is because the variance measures the concentration
around the mean, whilst the entropy measures the di�useness of the density ir-
respective of the location parameter. In information theory, entropy is a measure
of the uncertainty associated with a random variable. The concept as developed
by Shannon (1948) in his use of entropy, was to quantify the expected value of
the information contained in a message, which can be measured in units such as
bits. In this context, a 'message' means a speci�c realization of the random vari-
able. The USA National Science Foundation workshop (2003, p. 4) pointed out
that the; �Information Technology revolution that has a�ected Society and the
world so fundamentally over the last few decades is squarely based on computa-
tion and communication, the roots of which are respectively Computer Science
(CS) and Information Theory (IT)�. Shannon.(1948) provided the foundation
for information theory. In the late 1960s and early 1970s, there were tremendous
interdisciplinary research activities from IT and CS, exempli�ed by the work of
Kolmogorov, Chaitin, and Solomono�, with the aim of establishing algorithmic
information theory. Motivated by approaching the Kolmogorov complexity al-
gorithmically, A. Lempel (a computer scientist), and J. Ziv (an information the-
orist) worked together in later 1970s to develop compression algorithms that are
now widely referred to as Lempel-Ziv algorithms. Today, these are the standard
approach for lossless text compression. They have broad application in com-
puters, modems, and communication networks. Shannon's entropy represents
an absolute limit on the best possible lossless compression of any communica-
tion, under certain constraints. It treats messages to be encoded as a sequence
of independent and identically-distributed random variables. Shannon's source
coding theorem shows that, in the limit, the average length of the shortest pos-
sible representation to encode the messages in a given alphabet is their entropy
divided by the logarithm of the number of symbols in the target alphabet. For
a random variable X with n outcomes, {xi : i = 1, .....n} the Shannon entropy
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is de�ned as:

H(X) = −
n∑
i=1

p(xi)logbp(xi) (2)

where p(xi)is the probability mass function of outcome xi. Usually logs to
the base 2 are used when we are dealing with bits of information. We can also
de�ne the joint entropy of two random variables as follows:

H [X,Y ] = −
∑
x∈χ

∑
y∈γ

Pr(x, y)log2(Pr(x, y)) (3)

The joint entropy is a measure of the uncertainty associated with a joint
distribution. Similarly, the conditional entropy can be defned as:

H [X | Y ] = −
∑
x∈χ

∑
y∈γ

Pr(x, y)log2Pr(x | y) (4)

Where the conditional entropy measures the uncertainty associated with a
conditional probability. Clearly, a generalised measure of uncertainty has lots
of important implications across a wide number of disciplines. In the view
of Jaynes (1957), thermodynamic entropy should be seen as an application of
Shannon's information theory. Jaynes (2003) gathers various threads of mod-
ern thinking about Bayesian probability and statistical inference, develops the
notion of probability theory as extended logic and contrasts the advantages of
Bayesian techniques with the results of other approaches.

Golan (2002) provides a survey of information-theoretic methods in econo-
metrics and examines the connecting theme among these methods, whilst pro-
viding a more detailed summary and synthesis of the sub-class of methods that
treat the observed sample moments as stochastic. Granger, Massoumi and
Racine (2004) applied estimators based on this approach as a dependence metric
for nonlinear processes. Pincus (2008) demonstrates the utility of approximate
entropy (ApEn), a model-independent measure of sequential irregularity, via
several distinct applications, both to empirical data and in the context of mod-
els. He also considers cross-ApEn, a related two-variable measure of asynchrony
that provides a more robust and ubiquitous measure of bivariate correspondence
than does correlation, and the resultant implications for diversi�cation strategies
and portfolio optimisation. A theme further explored by Bera and Park (2008).
Sims (2005) discusses information theoretic approaches that have been taken
in the existing economics literature to applying Shannon capacity to economic
modelling, whilst both critiquing existing models and suggesting promising di-
rections for further progress.

Usually, the variance is regarded as being the central measure in the risk and
uncertainty analysis in �nancial markets. However, the entropy measure can be
used as an alternative measure of dispersion, and some authors consider that
the variance should be interpreted as a measure of uncertainty with some pre-
caution [see, e.g. Maasoumi (1993) and Soo� (1997)]. Ebrahimi, Maasoumi and
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Soo� (1999) examine the role of the variance and entropy in ordering distribu-
tions and random prospects, and conclude that there is no general relationship
between these measures in terms of ordering distributions. They found that,
under certain conditions, the ordering of the variance and entropy is similar for
transformations of continuous variables, and show that the entropy depends on
many more parameters of a distribution than the variance. Indeed, a Legendre
series expansion shows that the entropy is related to higher-order moments of a
distribution and thus, unlike the variance, could o�er a better characterization
of pX(x) since it uses more information about the probability distribution than
the variance [see Ebrahimi et al. (1999)].

Maasoumi and Racine (2002) argue that when the empirical probability dis-
tribution is not perfectly known, then entropy constitutes an alternative mea-
sure for assessing uncertainty, predictability and also goodness-of-�t. It has
been suggested that entropy represents the disorder and uncertainty of a stock
market index or a particular stock return series, since entropy has the ability
to capture the complexity of systems without requiring rigid assumptions that
may bias the results obtained.

To estimate entropy in this study we used the 'entropy package' available in
the R library, as developed by Hausser and Strimmer (2009). We draw on their
account to explain how they develop their estimators: to de�ne the Shannon
entropy, they consider a categorical random variable with alphabet size p and
associated cell probabilities θ1, ....., θp, with θk > 0 and

∑
k θk = 1. If it is

assumed that p is �xed and known, then in this case Shannon entropy in natural
units is given by:

H = −
p∑
k=1

θklog(θk) (5)

In practice the underlying probablity mass function is unknown and therefore
H and θk need to be estimated from observed cell counts from the sample used
yk ≥ 0. A commonly used estimator of entropy is the maximum likelihood
estimator (ML) which is given by:

ĤML = −
p∑
k=1

θ̂ML
k log(θ̂ML

k ) (6)

This is formed by substituting in the ML frequency estimates

θ̂ML
k =

yk
n

(7)

into equation (5), with n =
∑p
k=1 yk being the total number of counts.

3.0.1. Maximum Likelihood Estimation

The multinomial distribution is used to make the connection between ob-
served counts yk and frequencies θk.
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Prob(y1, ......, yp) =
n!∏p

k=1 yk!

p∏
k=1

θykk (8)

Note that θk > 0 otherwise the distribution is singular. By contrast there
may be zero counts yk. The ML estimator of θkmaximizes the right hand side
of equation (8) for �xed yk, leading to the observed frequencies θ̂ML

k = yk
n with

variances V ar(θ̂ML
k ) = 1

nθk(1− θk) and Bias (θ̂ML
k ) = 0 as E(θ̂ML

k ) = θk

3.0.2. Miller-Madox Estimator

Even though θML
K is unbiased, the plug in entropy estimator θ̂ML is not.

First order bias correction leads to:

ĤMM = ĤML +
m > 0− 1

2n
(9)

where m > 0 is the number of cells with yk > 0. This is temed the Miller-
Madow estimator, see Miller (1955).

3.0.3. Bayesian Estimators

Bayesian regularization of the cell counts may lead to improvements over ML
estimates. The Dirichlet distribution with parameters a1, a2, ......, ap as prior,
the resulting posterior distribution is also Dirichlet with mean

θ̂Bayesk =
yk + ak
n+A

where A =
∑p
k=1 ak. The �attening constants ak play the role of pseudo

counts (compare with equation (7)), therefore A may be interpreted as the
a priori sample size.

ĤBayes = −
p∑
k=1

θ̂Bayesk log(θ̂Bayesk ) (10)

3.0.4. Mutual information

One attraction of entropy-based measures is that they can relax the lin-
earity assumption and capture nonlinear associations amongst variables. The
starting point is to capture the mutual information between pairs of variables
MI(X,Y ). The mutual information is the Kullback-Leibler distance from the
joint probability density to the product of the marginal probability densities:

MI(X,Y ) = Ef(x,y)

{
log

f(x, y)

f(x)f(y)

}
(11)

The measure mutual information (MI) is always non-negative, symmetric,
and equals zero only if X and Y are independent. In the case of normally
distributed variablesMI is closely related to the Pearson Correlation coe�cient.
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Table 5: Common choices for the parameters of the Dirichlet prior in the Bayesian estimators
of cell frequencies, and corresponding entropy estimators

ak Cell frequency prior Entropy estimator

0 no prior maximum likelihood
1/2 Je�reys prior (Je�reys, 1946) Krichevsky and Tro�mov (1981)
1 Bayes-Laplace uniform prior Holste et al (1998)
1/p Perks prior (Perks, 1946) Shürmann and Grassberger (1996)√
n/p minmax prior (Trybula, 1958)

Source:Hausser and Strimmer (2009)

MI(X,Y ) = −1

2
log(1− ρ2)

The entropy representations is:

MI(X,Y ) = H(X) +H(Y )−H(X,Y ) (12)

This shows thatMI can be computed from the joint and marginal entropies
of the two variables.

We use these methods to assess the information content of our two series:
DJIA returns and Sentiment plus the degree to which one reveals information
about the other. The results are presented in the next section.

4. The results from applying entropy metrics to our basic series.

There are a number of di�erent ways of generating entropy statistics. A key
issue is the manner in which prior probabilities are set up. Table 4 presents
some of the common methods adopted which are based on di�erent choices of
priors.

We used our returns series for DJIA and the Sentiment series and estimated
their entropy and cross-entropy. The results are shown in Table 5.

The results in Table 5 are intuitively challenging at �rst glance. They are
divided into statistics for the whole period and for a subset capturing the depths
of the �nancial crisis in the US which constitute a sub-sample running from July
2007 until the end of 2008. The entropy statistics for DJIA returns for the whole
sample range from 2.30 to 2.38 depending upon the estimation method used,
whilst the entropy statistics for the Sentiment series in the same period range
from 3.14 to 3.18. This suggests that there is more uncertainty attached to the
Sentiment series than to the DJIA series. For the sub-sample chosen to capture
the extremes of the �nancial crisis the entropy statistics for the DJIA returns
range from 2.03 to 2.14, suggesting that there is less uncertainty in terms of
this metric, based on Shannon entropy, than in the whole sample period. The
same applies to the Sentiment series for which the entropy values range from
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Table 6: Entropy and MI statistics for DJIA returns and Sentiment returns

Whole Sample Financial Crisis July 1st 2007 -Dec 31st 2008

DJIA returns Sentiment series DJIA returns Sentiment series

Maximum Likelihood Estimate 2.300919 3.148384 2.030576 2.680489

Miller-Madow Estimator 2.309675 3.158952 2.049956 2.705037

Je�rey's prior 2.344529 3.168113 2.092471 2.698928

Bayes-Laplace 2.38224 3.185154 2.143233 2.715458

SG 2.303599 3.14958 2.038168 2.682432

Minimax 2.383488 3.185717 2.141674 2.714943

ChaoShen 2.31512 3.155446 2.052992 2.694162

Mutual Information MI

MI Empirical (ML) 0.2332534 0.3438407

2.68 to 2.71. The MI criterion tells a di�erent story, suggesting that there is
less uncertainty in the relationship between the two series in the overall period
than during the period of the �nancial crisis.

Ebrahimi, Maasoumi and Soo� (1999) explored the role of entropy and the
variance as a method of ordering distributions and random prospects. Their
conclusion was that there is no general relationship between the two measures in
terms of the ordering of distributions. Under certain conditions, the ordering of
the variance and entropy is similar for transformations of continuous variables.
However, the entropy of a distribution depends on many more parameters of
a distribution than the variance. It can be argued that because the entropy
is related to higher-order moments of a distribution it better characterizes a
distribution since it uses more information about the probability distribution
than the variance [see Ebrahimi et al. (1999)].

The entropy measure captures uncertainty about the behaviour of a proba-
bility distribution. Our results in Table 5 suggest that there is less uncertainty
about the behaviour of the DJIA and the Sentiment series during the �nancial
crisis than over the period as a whole. A moment's consideration suggests why
this could be the case. Our preliminary results in Table 3 revealed that the stan-
dard deviation of the Sentiment Score was lower during the GFC than for the
whole sample period. The Hurst exponent for Sentiment for the GFC period
was also slightly higher suggesting slightly stronger trending behaviour. The
distribution for Sentiment was also indistinguishable from a Gaussian distribu-
tion for this period. This combines to suggest that in this period the Sentiment
score was more predictable, which would be consistent with a lower entropy
value.

There is much less di�erence between the entropy scores across the two
periods for the DJIA returns which record a lower entropy score in the GFC
across all metrics but it usually di�ers by less than 0.30. This suggests the
behaviour of the DJIA was marginally more predictable during the GFC. The
Hurst exponent suggests the reverse and is slightly closer to the value of a
random walk at 0.531313 during the GFC than its overall value of 0.557638.
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Finally, the MI statistics are consistent with the regression analysis, in that
the higher value of 0.3438407 during the GFC compared to 0.2332534 is con-
sistent with the higher adjusted R-squared in the regression during the GFC
sub-sample. Though it has to be born in mind that the entropymeasure cap-
tures higher moments and non-linearities in a manner that simple, linear OLS
does not.

5. Conclusion

In this paper we have analysed the relationship between the TRNA news
series for the DJIA constituent stocks after having aggregated them into a daily
average Sentiment score time series using all the constituent companies in the
DJIA. This was then used in an analysis of the relationship between the two daily
sets of series, TRNA news sentiment on the one hand and DJIA returns on the
other. We analyse the relationship between the two series using entropy based
metrics because these are non-parametric and non-linear and should provide a
clear indication of the joint information shared by the two sets of series by means
of Mutual Information (MI) metrics. The results of both the summary statistics
and simple OLS regression analysis and the non-linear, non-parametric entropy
statistics are by and large consistent. A startling result is that there is less
uncertainy about the Sentiment series during the GFC period, but on re�ection
this is perhaps, consistent with intuition. The mean and median sentiment
scores are negative, emphasing the newsworthiness of 'bad news', and there is
less uncertainty about this bad news during the GFC. The analysis suggests
that the behaviour of the DJIA return series, consistent with many previous
studies, is much closer to a random walk or Markov process, and consistently
displays a relative lack of 'memory'.
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